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Abstract—This paper investigates the role of financial development on economic growth in Nigeria. Since a causal link may evolve over time, a bootstrap rolling window approach is used to account for potential time variation in the relationship with annual Nigerian data on money supply as a ratio of nominal GDP and real GDP per capita from 1961-2012. Starting first with a full sample bootstrap Granger causality, the results indicate no causality between the two series. The relevant VAR is unstable for the full sample which undermines the confidence in the bootstrap full sample Granger causality tests. Therefore a bootstrap rolling window estimation was used to evaluate Granger causality between financial deepening and economic growth over different time periods. These tests reveal periods where financial deepening has predictive power for economic growth: 1973-1974 and 1976 as well as periods where economic growth has predictive power for financial deepening: 1980-1982, 1985-1986, 1995-1996, 1998, 2000, 2004 and 2008-2011. These results highlight the risk of misleading conclusions based on the standard Granger causality tests which neither accounts for structural breaks nor time variation in the relationship between financial deepening and economic growth.

Index Terms—Bootstrap, economic growth, financial deepening, time varying causality.

I. INTRODUCTION

In Nigeria, domestic output (GDP) growth has shown mixed developments between 1981 and 2012. During this period, the economy registered declines in the real GDP (at 1990 constant basic prices) in five years (1982, 1983, 1984, 1987 and 1991) ranging from -7.1 per cent in 1983 to -0.6 per cent in 1987. For the rest of the period, the annual real GDP growth was positive. The economy witnessed high growth rates of 10.2 and 10.5 per cent in 2003 and 2004 before declining to 6.0 per cent in 2008, followed by a mild recovery of 6.7 per cent in 2009. From 2005 until 2013, Nigeria GDP annual growth rate averaged 6.8 percent reaching an all-time high of 8.6 percent in December of 2010 and a record low of 4.5 percent in March of 2009 and expanded 7.67 percent in the fourth quarter of 2013 over the same quarter of the previous year [1], [2].

Although, a number of factors could have contributed to the above scenarios, this study focuses on examining whether financial development may be a significant factor for economic growth in Nigeria given that several policies have been implemented in an attempt to integrate financial services into growth objectives in Nigeria. Further, the global financial crisis has illustrated the potentially disastrous consequences of weak financial sector policies for financial development and their impact on the economic outcomes. The crisis has challenged conventional thinking in financial sector policies and has led to much debate on how best to achieve sustainable development. Nigerian financial market has been noted to be one of the largest in Sub-Saharan Africa with regard to diversity of institutions and instruments [3].

The Nigerian financial system can be broadly divided into two sub-sectors, namely: the informal and the formal sectors. The informal sector comprises the local money lenders, the thrifts, savings associations, etc. This component is poorly developed, limited in reach, and not integrated into the formal financial system. The formal financial system on the other hand can be further sub-divided into capital and money market institutions. It is made up of the banks and non-bank financial institutions. The system became liberalized in the 1980s when the structural adjustment program me was introduced. The system has undergone significant changes in terms of the policy environment, number of institutions, ownership structure, depth and breadth of markets, as well as in the regulatory framework. The financial system comprises of the central bank, commercial banks, mutual funds, brokerage firms, discount houses, and stock exchange, to mention just few. These institutions trade in financial instruments such as domestic currency, foreign currency, stocks, bonds, derivatives and so on, and in the process mobilize funds from surplus unit (savers) to deficit unit (investors). Although a wide variety of financial institutions and markets exist, commercial banks overwhelmingly dominate the financial sector and traditional bank deposits represent the major forms of financial saving. Therefore, the financial markets have been adjudged to be shallow when compared with advanced and emerging economies [3].

Theoretically, there exists some form of linkage between finance and economic growth. One of the oldest debates in economics has remained the relationship between financial development and economic growth. Its root can be traced to [4], when he posits that finance is paramount for economic growth. However, [5] argues that economic growth promotes financial development. Financial markets provide an economy with vital services comprising, for example, the management of risk and information, and the pooling and mobilization of savings [6]. Theoretically, the linkage between finance and economic growth may take different forms. On the one hand, the financial sector may affect growth through the accumulation channel and the allocation...
channel. The accumulation channel emphasizes the finance-induced growth effects of physical and human capital accumulation [7]. The allocation channel focuses on the financed-induced efficiency gains in resource allocation that enhances growth [8]. Following these considerations, causality runs from finance to growth (supply-leading hypothesis). On the other hand, financial development may also be stimulated by economic growth. For instance, in a growing economy, the private sector may demand new financial instruments and an improved access to external finance. Financial activities then simply expand in step with general economic development [5], positing the so-called demand-following hypothesis. Additionally, finance and growth may be mutually dependent. The real sector may provide the financial system with the funds necessary to enable financial deepening, eventually allowing for a capitalization on financial economies of scale which in turn facilitates economic development [9]. The latter hypothesis postulates bidirectional causality. Countries with better-developed financial systems are therefore expected to grow faster over long periods of time. Following more skeptical views [10], the financial and real sector may also be independent of each other, thereby naturally putting emphasis on other factors that may determine economic development (insignificant causation).

Empirically, a number of studies have examined the relationship between finance and growth (See [11], [12] and the literatures cited within). The results are often mixed resulting in some cases due to methodology used, proxy for financial development used and whether it is cross-country or country-specific study. As far as Nigeria is concerned, only a few studies have examined these links. For instance, the link between finance and growth is examined by [13]-[20]. One of the major weaknesses of majority of these studies is that they investigated the relationship without considering the issue of causality or reverse causality. It is however widely accepted now that the existence of a relationship does not imply causality. Moreover, the causal connection between finance and growth has typically been investigated with standard Granger causality tests. But this method suffers from a number of limitations. For example, the test results are sensitive to the functional form in which the VAR or VECM is specified such as: the set of regressors, deterministic terms included, lag length, sample or observation window used as well as the treatment of integration and cointegration.

An additional problem arises from the assumption that the causal relationship between financial development and growth applies to every point in the whole sample. Both the standard Granger causality testing and different modified versions [6], [21], [22] suffer from this limitation. It is possible that the experience of any particular country could support a unidirectional causality during some periods, while providing bidirectional causality or even no causality in yet further sub samples, i.e. the relationship could be time-varying. The motivation for this paper is to address this particular short-coming in the literature by re-examining the causal link between financial deepening and economic growth in Nigeria with a bootstrap full sample and subsample rolling window estimation approach. The rolling estimation with fixed window size is used and Granger non-causality test is applied on rolling subsamples of the data. To ensure robustness against sample size, stationarity and integration-cointegration properties of the data, the bootstrap causality test is used.

The remainder of the paper is organized as follows: section two describes the data and explains the empirical model used. Results are discussed in section three while section four concludes.

II. DATA AND MODEL

We use the entire historical annual time-series data, which covers the 1961 to 2012 periods. The ratio of broad money (M2) to nominal GDP is used as an indicator of financial deepening and is labelled M2 GDP. For economic growth, the real GDP per capita is used and the series is labelled RGDPPC. Both variables are transformed into natural logarithms. The plot of the two series used is shown in Fig. 1. There appears to be strong comovement between M2 GDP and RGDPPC. However, this will be verified using the relevant tests as described below. Prior to investigating Granger causality, the stationarity of the data is tested using the Philips and Perron [23], [24], Augmented Dickey Fuller and MZ test of [25].

![Fig. 1. Log of real GDP per capita and log of the ratio of M2 to nominal GDP.](image)

The null hypothesis is Granger non-causality between financial deepening and economic growth. Granger non-causality occurs when the information set on the first variable (e.g., M2 GDP) does not improve the prediction of the second variable (e.g., RGDPPC) over and above the predictive capacity of the information in the RGDPPC time series. From a statistical perspective the Granger non-causality test is performed by examining the joint significance of lagged values for the first variable in a predictive model for the second variable that is usually embedded in a two-equation VAR model. In such a VAR framework the joint parameter restriction associated with the Granger non-causality test can be conducted with the Wald, Likelihood ratio (LR) and Lagrange multiplier (LM) statistics. But these test statistics are based on the assumption that the underlying data is stationary. With non-stationary data, as is typical in macroeconomic studies, these tests may not have standard asymptotic distributions. The difficulties that arise with inference in a VAR with non-stationary data have been shown by Park and Phillips [26]-[28], among others.

To address the problems of non-stationary underlying data, [29], [30] proposed a modification to the standard Granger
causality test. Starting with a VAR($p$), where $p$ is the lag order, and the data is integrated of the first order, the proposed method based on estimating a VAR($p$+1) in the levels and they derived standard asymptotic distributions for the Granger causality test regardless of the integration-cointegration properties of the data. The method entails estimating a VAR($p$+1) with the Granger non-causality test carried out on the first $p$ lags. Thus, one coefficient matrix, which relates to the ($p$+1)th lag, remains unrestricted under the null, giving the test a standard asymptotic distribution.

This paper builds on the [29], [30] modified test, but with an extension to use a residual based bootstrap (RB) test rather than standard asymptotic tests. It is the outstanding performance (in terms of power and size) of the residual RB method, irrespective of cointegration, that justifies this step. This result has been demonstrated by numerous Monte Carlo studies, including: [31]-[33] among others. In light of this encouraging result this study follows [34]-[36] and use the RB based modified-LR statistics to examine the causality between financial deepening and economic growth in Nigeria.

To illustrate the bootstrap modified-LR Granger causality, consider the following bivariate VAR($p$) process:

\[ y_t = \Phi_0 + \Phi_1 y_{t-1} + \ldots + \Phi_p y_{t-p} + \varepsilon_t, \]

\[ t = 1,2,...,T \]

where $i = (1, 2)$. $\varepsilon_t$ is a white noise process with zero mean and covariance matrix $\Sigma$ and $p$ is the lag order of the process. In the empirical section, the Akaike Information Criterion (AIC) is used to select the optimal lag order $p$. To simplify the representation, $y_t$ is partitioned into two sub-vectors, $M_{2GDP}$ and $(y_1)$ and $RGDPPC (y_2)$. Hence, rewrite (1) as follows:

\[
\begin{bmatrix}
 y_{1t} \\
 y_{2t}
\end{bmatrix} = \begin{bmatrix}
 \varepsilon_{0} \\
 \varepsilon_{2t}
\end{bmatrix} + \begin{bmatrix}
 \phi_{0k} & \phi_{1k}(L) & \phi_{2k}(L) \\
 \phi_{0k} & \phi_{1k}(L) & \phi_{2k}(L)
\end{bmatrix} \begin{bmatrix}
 y_{1t} \\
 y_{1,t-1} \\
 y_{2t}
\end{bmatrix},
\]

(2)

where $\phi_k(L) = \sum_{k=1}^{p=1} \phi_{ik} L^i$, $i,j = 1,2$ and $L$ is the lag operator such that $L^iy_t = y_{t-i}$, $i = 1,2$.

In this setting, the null hypothesis that $RGDPPC$ does not Granger cause $M_{2GDP}$ can be tested by imposing zero restrictions $\phi_{12i} = 0$ for $i = 1,2,...,p$. In other words, $RGDPPC$ does not contain predictive content, or is not causal, for $M_{2GDP}$ if the joint zero restrictions under the null hypothesis:

\[ H_0^{M_{2GDP}}: \phi_{121} = \phi_{122} = \ldots = \phi_{12p} = 0 \]  

(3)

Analogously, the null hypothesis that $M_{2GDP}$ does not Granger cause $RGDPPC$ implies that we can impose zero restrictions $\phi_{12i} = 0$ for $i = 1,2,...,p$. In this case, $M_{2GDP}$ does not contain predictive content, or is not causal, for $RGDPPC$ if the joint zero restrictions under the null hypothesis:

\[ H_0^{RGDPPC}: \phi_{211} = \phi_{212} = \ldots = \phi_{21p} = 0 \]  

(4)

In the case that both hypotheses in (3) and (4) are rejected the evidence points to bidirectional causality, which in this context implies a feedback system where financial deepening and economic growth react to each other. If only the hypothesis in (3) is rejected, then economic growth Granger causes financial deepening. This implies a unidirectional causality. Analogously, if only the hypothesis in (4) is rejected, financial deepening Granger causes economic growth. It is also possible that neither of the two hypotheses are rejected implying that neither of the two variables has predictive content for the other.

The causality hypothesis in (3) and (4) can be tested using a number of testing techniques. However, this study uses the bootstrap approach pioneered by [37] which uses critical or $p$ values generated from the empirical distribution derived for the particular test using the sample data. In this case, the bootstrap approach is employed to test for Granger non-causality.

Granger non-causality tests assume that parameters of the VAR model used in testing are constant over time. This assumption is often violated because of structural changes and as [38] pointed out, parameter non-constancy is one of the most challenging issues confronting empirical studies today. Although the presence of structural changes can be detected beforehand and the estimations can be modified to address this issue using several approaches, such as including dummy variables and sample splitting, such an approach introduces pre-test bias. Therefore, this study adopts rolling bootstrap estimation in order to overcome the parameter non-constancy and avoid pre-test bias. The details of the method are explained in the Appendix to [34]. To examine the effect of structural changes, the rolling window Granger causality tests, which are also based on the modified bootstrap test, are used. Structural changes shift the parameters and the pattern of the causal relationship may change over time. To deal with structural changes and parameter non-constancy, this paper in addition to full sample estimation, applies the bootstrap causality test to rolling window subsamples for $t = \tau - l + 1, \tau - l, \ldots, \tau = l, l + 1, \ldots, T$, where $\tau$ is the size of the rolling window.

Further, the parameter values and the pattern of (no) causal relationship may change over time due to structural changes. The results of the Granger causality tests will be sensitive to sample period used and order of the VAR model, if the parameters are temporally instable [34]. Hence, conflicting results for the causal links between financial deepening and economic growth can be found by studies using different sample periods and different VAR specifications. The results of Granger causality tests based on the full sample also become invalid with structural breaks because they assume parameter stability. Therefore, this study tests for parameter stability in the estimated VAR models following [34]-[36]. In practice, a number of tests exist for examining the temporal stability of VAR models [39]-[41]. However, given the non-existence of cointegration between the two series as detailed in the next section, this study employs the Sup-F,
Ave-F and Exp-F tests developed by [40], [41] to investigate the stability of the short-run parameters.

These tests are computed from the sequence of LR statistics that tests constant parameters against the alternative of a one-time structural change at each possible point of time in the full sample. [40], [41] report the critical values for the non-standard asymptotic distributions of these tests. To avoid the use of asymptotic distributions, the critical values and p-values are obtained using the parametric bootstrap procedure. Specifically, the p-values are obtained from a bootstrap approximation to the null distribution of the test statistics, constructed by means of Monte Carlo simulation using 2000 samples generated from a VAR model with constant parameters. The Sup-F, Ave-F and Exp-F tests needs to be trimmed at the ends of the sample. Following [40] trimming is done at 15 per cent from both ends and these tests are calculated for the fraction of the sample in [0.15, 0.85].

III. RESULTS

Table I reports the outcomes of the unit root tests for M2GDP and RGDPPC, with two specifications reported for each of the three tests. The specifications differ in terms of the deterministic components included in the autoregressive function. The first version of every test was conducted with only a constant included, while the second version included a time trend in addition to a constant. The null hypothesis in these tests is that the series are non-stationary (have a unit root) and the tests are performed for the levels (Panel A in Table I) and the first differences (Panel B) of the data. Both series appear to be integrated of the first order, I(1), as is Table I) and the first differences (Panel B) of the data. Both 

<table>
<thead>
<tr>
<th>TABLE I: UNIT ROOT TESTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series</strong></td>
</tr>
<tr>
<td>Series</td>
</tr>
<tr>
<td>RGDPPC</td>
</tr>
<tr>
<td>M2GDP</td>
</tr>
</tbody>
</table>

At this point the question arises as to the stability of the estimated VAR over the entire sample, and the parameter constancy tests described above were used to test parameter stability for the VAR underlying the causality tests reported in Table IV. Three different tests of short-run parameter stability are reported in Table IV, starting with the M2GDP equation in the first two columns and followed by the RGDPPC equation in turn. In row 1 the Sup-F statistic reports the test of parameter constancy against a one-time sharp shift in parameters. This is followed in rows 2 and 3 by two test statistics Ave-F and Exp-F, which assumes that the parameters follow a martingale process, and test against the possibility that the parameters might evolve gradually. The Ave-F and Exp-F are both optimal tests as shown by [41].

<table>
<thead>
<tr>
<th>TABLE III: FULL SAMPLE BOOTSTRAP GRANGER CAUSALITY TESTS BETWEEN M2GDP AND RGDPPC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series</strong></td>
</tr>
<tr>
<td>M2GDP</td>
</tr>
<tr>
<td>RGDPPC</td>
</tr>
</tbody>
</table>

The Johansen cointegration test results are also presented in Table II. Both the trace and maximum eigenvalue statistics cannot reject the null of no cointegration. This implies that financial deepening and economic growth do not share a long run relationship.

Following these preliminaries the study now proceeds with the investigation of the causal connection between financial deepening and economic growth in Nigeria with the residual based modified-LR tests. As before the optimal lag length is determined with the AIC criteria which determined a lag length of 1. The two null hypotheses at stake are (a) that financial deepening does not Granger cause economic growth and (b) that economic growth does not Granger cause financial deepening and these will be tested with a full sample bootstrap LR statistic. The results are presented in Table III. The bootstrap LR-test uses the p-values obtained from 2000 replications. Both hypotheses cannot be rejected for the full sample as reported in Table III. Combining these two results suggests no causality over the full sample between financial deepening and economic growth.

<table>
<thead>
<tr>
<th>TABLE IV: PARAMETER STABILITY TESTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series</strong></td>
</tr>
<tr>
<td>Test</td>
</tr>
<tr>
<td>Sup-F</td>
</tr>
<tr>
<td>Ave-F</td>
</tr>
<tr>
<td>Exp-F</td>
</tr>
</tbody>
</table>

Notes: * denotes significance at 10 percent. p-values are calculated using 2000 bootstrap repetitions.

The Ave-F, and Exp-F tests report evidence of parameter instability in the M2GDP equation. The evidence in Table IV suggests a gradual evolution of the parameters in the M2GDP equation. Parameter instability of the kind identified here would undermine traditional Granger causality tests of the connection between financial deepening and economic growth. One would expect that the Granger causality tests would be sensitive to sample period changes in this case and
it might help explain why studies have found such conflicting evidence on the causal nature of the relationship for the same country.

Accordingly the paper proceeds to investigate the dynamic causal link between financial deepening and economic growth with rolling window regression techniques. The rolling window estimators, also known as fixed-window estimators, are based on a changing subsample of fixed length that moves sequentially from the beginning to the end of sample by adding one observation at the end of the sample while dropping one at the start. A window size of $l$ means that each rolling subsample includes $l$ observations. For every window the causality test is repeated using the residual based bootstrap method which yields a sequence of $T - l$ causality tests.

An important choice parameter in rolling estimations is the window size $l$ which controls the number of observations covered in each subsample as well as the total number of rolling estimates. More importantly, the precision and representativeness of the subsample estimates are controlled by the window size. A large window size increases the precision of estimates, but may reduce the representativeness, particularly, in the presence of heterogeneity. On the other hand, a small window size will reduce heterogeneity and increase representativeness of the parameters, but it may increase the standard error of estimates [34]. The challenge is to select a window size along this trade-off between precision and representativeness. Following [34] and [42], this paper uses a rolling window of small size to guard against heterogeneity. See [43] for simulation results on choice of window size. The choice of small window size may lead to imprecise estimates. Therefore, the bootstrap technique is applied to each subsample estimation so as to improve the accuracy of the parameter estimates and raise the power of inferential tests.

The selection of window size in rolling window estimation has no strict criterion. [43] examined the window size under structural change in terms of root mean square error. They show that optimal window size depends on persistence and the size of the structural breaks in the series. In determining the window size, we need to balance between two conflicting demands. First, the accuracy of parameter estimates which depends on the degree of freedom and requires a larger window size for higher accuracy. Second, the presence of multiple regime shifts increases the probability of including some of these multiple shifts in the windowed sample. To reduce the risk of including multiple shifts in the subsamples, the window size needs to be small. Based on the simulation results in [43] a window size of 10 (this excludes the observations required for lags and hence is the actual number of observations in the VAR) is used. The bootstrap $p$-value of observed $LR$-statistic rolling over the whole sample period 1961-2012 is estimated in order to further examine the likely temporal changes in the causality relationship. To do this, the VAR model in (1) is estimated for a time span of 10 years rolling through $t = T - 9, T - 8, \ldots , T, T = 10, \ldots , T$ and calculate the bootstrap $p$-values using the residual based method explained in the appendix to [36] for the two null hypotheses (a) that $M2GDP$ does not Granger cause $RGDPPC$ and (b) that $RGDPPC$ does not Granger cause $M2GDP$. More precisely, the residual based $p$-values of the modified $LR$-statistics that tests the absence of Granger causality from $M2GDP$ to $RGDPPC$ or vice-versa is computed. These are computed from the VAR defined in (2) fitted to a rolling window of with 10 observations.

The plots of the bootstrap $p$-values of the rolling test statistics are given in Fig. 2 and Fig. 3, with the horizontal axes showing the final observation in each of the 10-year rolling windows. The bootstrap $p$-values in Fig. 2 and Fig. 3, suggest that there are significant changes in causal links between the series over this sample. Fig. 2 shows the bootstrap $p$-values of the rolling test statistics, testing the null hypothesis that financial deepening does not Granger-cause economic growth. The non-causality tests are evaluated at 10 per cent significance level. Fig. 2 shows that the null hypothesis that financial deepening does not Granger-cause economic growth is rejected at 10 per cent significance level in the sub periods 1973-1974 and 1976.

![Fig. 2. Bootstrap $p$-values of $LR$ test statistic testing the null hypothesis that financial deepening does not Granger cause economic growth.](image)

![Fig. 3. Bootstrap $p$-values of $LR$ test statistic testing the null hypothesis that economic growth does not Granger cause financial deepening.](image)

**IV. CONCLUSION**

This paper contributes to the growing literature on the finance-economic growth relationship using the bootstrap rolling window approach. The case for Nigeria is re-investigated using annual data on the ratio of M2 to nominal GDP and real GDP per capita from 1961-2012. By contrast with previous studies on the dynamic relationship between financial deepening and economic growth, this study use both full sample bootstrap Granger causality tests
However, using parameter stability tests, results show that growth also has no predictive power for financial deepening. Using the bootstrap rolling window estimation, it is shown that at 10 per cent level of significance, financial deepening and economic growth have predictive power for each other, although economic growth has more prolonged and current effect on financial deepening spanning the 1980s to 2011 sub periods. The results point to the need for Nigeria to strengthen its financial system. Finance-related policies should work on consolidating finance–growth links in more holistic ways. For instance, better macroeconomic stability or improved institutional quality, investment in physical and human capital may influence financial deepening favourably. Through this, the development of financial systems in Nigeria may gradually correspond more adequately to real sector activities, consequently facilitating economic growth. These results also indicate that the causal relation between $M2GDP$ and $RGDPPC$ is episodic, asymmetric and time varying. Therefore, these properties need to be taken into account in any analysis relating to these series to avoid misleading policy conclusions.
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